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BY 
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ABSTRACT 
We construct  a model in which the filter of o2-closed unbounded  subsets of bl: is 
precipitous and a model in which the filter of closed unbounded  subsets of •2 is 
precipitous. For the first model we need a measurable  cardinal, and for the 
second a measurable  cardinal of order 2. Both results are equiconsistent.  

Let I be a nontrivial K-complete ideal over some uncountable cardinal K. 

Define R(I)  to be the notion of forcing with /-positive subsets of K as 

conditions. For X, Y E R ( I ) ,  X is stronger than Y iff ( X -  Y ) E I .  
Jech and Prikry introduced the notion of precipitous ideal. I is precipitous itt 

K IF-too V~/G is well founded, where G is the canonical name of a generic 

ultra filter. 

If 0% is the dual filter of I let us say that 0% is precipitous if I is such and denote 

by R(0%) the forcing notion R (I). 

Jech, Magidor, Mitchell and Prikry [7] proved that the following is equiconsis- 

tent: 

(1) There is a measurable cardinal. 

(2) There is a precipitous ideal on N,. 

(3) NS~, (the nonstationary ideal on N,) is precipitous. 

The idea for making NS~, precipitous was to collapse a measurable cardinal to 

N~ by the Levy collapse and then iterate the forcing for adding closed unbounded 

subsets of ~,. This construction can be extended to obtain a model in which the 

filter of ~o~-closed unbounded subsets of Nz is precipitous Already for getting a 

normal precipitous filter D on ~ s.t. {6 < N2 I cf 6 = No} E D some new approach 

is needed. S. Shelah, by revised countable support (RCS) iteration of a variant of 

Namba forcing below a measurable, built such a filter. 

We are producing a model in which the filter of w-closed unbounded subsets 

of N2 is precipitous and a model in which NS~ 2 is precipitous. For the first model 
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we need a measurable cardinal, and for the second a measurable cardinal of 

order 2 (i.e. a normal measure which is concentrated on measurable cardinals). 

Both results are equiconsistent. 

We don' t  know whether NS~ can be precipitous for K > N2 or even if the ideal 

of w-closed subsets of 1,t3 can be precipitous. 

Our work was inspired by Shelah's solution of Friedman's Problem. We are 

grateful to Saharon Shelah for explaining to us his proof and to Menachem 

Magidor for the helpful discussions we had on the subject. 

Part I. The Filter of co-Closed Unbounded Subsets of ;~2 

In this part we prove the following: 

THEOREM I. If " ZFC + there is a measurable cardinal" is consistent then so is 

" Z F C  + the filter of oJ-closed unbounded subsets of N2 is precipitous". 

We start with a model of ZFC + G.C.H. and a measurable cardinal K. Let V 

denote our ground model. Let oR be a normal K-complete ultrafilter over K and 

j : V-+ VK/oR be the elementary embedding defined by oR. We shall identify the 

ultrapower V~/oR with its transitive collapse N. 

1. The diamond over K 

We need the special kind of diamond over K in V. It is C>K = (S~ [a ~ B), 

B ~  oR, every a E B is weakly compact and the following holds: 

(*) for every A C K and 

Hi-sentence q~(.) if 

( V . , E , A ) ~ q ~ ( A )  then {a C B  [A 71a =S~ and (V, ,E ,S~)~q~(S~)}  

is stationary. 

Such a kind of ~ was used by S. Shelah in his paper [12] but for H~-sentences. 

We shall present here a well known construction of such kinds of diamond 

over a measurable. 

First let us define it on all weakly compact cardinals below K. The definition is 

by induction. Suppose (S~ [ u < /3 )  is built. Let a be the least weakly compact 

cardinal ->/3. Now, if there is a set A C_a and H~-sentence q ( . )  so that 

( V~, E,  A ) ~ ~o (A) and { u < a [ A ('1 u = S, and ( V,, ~,  S~) ~ ~ (S,,)} is nonstatio- 

nary, then let S~ be some such A. Otherwise let S~ = {-1} .  
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PROPOSITION 1.1. Such defined (S~ t a < K and a is weakly compact) satisfies 
(,). 

PROOF. Suppose not. Then there are A _C K and II~-sentence q~(.) so that 

{V,,E,A}~q~(A) but {o ~<KI ANa =S ~  and (V , ,E ,S~ )~ (S , ) }  is non- 

stationary. 

Now look in N. Since V~, A ~ N, S, cannot be { - t}. So S, is equal to some 

such A. Then 

j (A )71K=A=S~  and (V , ,E ,S~}~(S , ) .  
Hence 

and so it is stationary in V. Hence it is stationary also in N, which is impossible. [] 

Note that it follows from the proof that in N, S~ = { - 1}. So for a set of a ' s  in 

~,  S~ = { - 1}. Let us define B to be the set of all weakly compact/3 < K so that 

s~ c_fl. 

2. The preparation forcing 

The property of a set A to be positive in a Wck-weakly compact filter over K 

(i.e. the filter generated by the sets 

{~ <,,  I{vo ,~ ,R n v~)~,p(R n Vo)} 

for some R _C VK and H'~-sentence ~ s.t. ( V ~ , ~ , R } ~ ( R ) ) ,  see [8], can be 

expressed as 

o- (A)~,  ['dR C_ K Vn E w(X~,(R, n )--* 3a limit a ~ A 

( ( V ~ , ~ , R  n Vo)~X, , (R n o~,n)))] 

where X~,(...) is the universal IIl-formula, so that for any Ill-formula q~(. ), 

there is an integer n so that for any limit a- and R C_ V~, 

(V~,E,R)~cp(R) i f f (V~,~,R)~ X,,(R,n). 

See Levy [10] or Devlin [4]. 
l It follows that tr is a Il2-sentence. 

So for many a ' s  S~ is positive in Wc~. 

Let us define a revised countable support iteration 0 =(P~,Q~ J i <,,) ,  

[P, I=  < ~+,.  We refer to [12], [13] or [14] for the definitions and the motivations. 

Q~, for i <  K, is defined as follows. We consider three cases. 
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Case 1. i is not a strongly inaccessible cardinal. Set Q, to be the Levy 

collapse of 2 '~' to N~. 

Case 2. (i is a strongly inaccessible and iE  B), or (i E B and (S~ is not 

positive in Wc, or for some a ES~, a is not an inaccessible cardinal, or 

S~ ~ B = ~3)), where B is the set on which O works. 

Let then Q, be the variant of Namba forcing for changing the cofinality of both 

i and i + to ~,. In our case, after we forced with P~, i became R~ and i + = ~3, Let 

us denote this forcing by Nm~,,.,~. It will be the set {T[ T is a subtree of ~>~3, so 

that above each r / E  T there are u~, u2 E T so that ] Sucr ~,~ ] = N3, I Suc~ ~,. I = N2 

and Suc-r ~'l C_ 1~,}. For T~, T, E Nm,~.~ we say T~ is stronger than T2 if T~ is a 

subtree of T~. 

Case 3. i E B, S, is positive in Wc,  S~ ('1 B = O and, for every c~ E S, ~ is an 

inaccessible cardinal in V. 

Let then Q~ = P*[S~] where P*[S~] will be the set of alt w-closed subsets c of 

S~ so that for every limit point /3 of c, c rq/3 intersects with every closed 

unbounded subset of /3, which belongs to V[/5~], where following Shelah, we 

denote by/5  a generic subset of P. The ordering on P*[S~] is defined as follows: 

c~ _-> c~, if c, is an end extension of c2. 

Let P, = R lira 0 .  

Let us show that Nml.~+ and P*[S~] satisfy some nice properties. Then we shall 

apply [14] and [5] to obtain that 

(a) P~ does not add new subsets of w, 

(b) for every strongly inaccessible i, P~ satisfies i-c.c, 

First let us consider Nm;.,,,~. 

LEMMA 2.1. Nm~,_,.,~ satisfies the S-condit ion for any S s.t. {N2, N3}C S. 

PROOF. Let us define the function F. For a point 7/ where we are using F to 

determine Suc(~/). I. and f(r / ' )  for any immediate successor r/' of .r/, f(T/) is 

already known and it is a condition in Nm~,~.,,~. Also we know for which 1 < n and 

k < height of r/, -t/[k belongs to the lth front. If there is the maximal k < 

height "r/such that ~/I k belongs to some front, let the index of this front be l 7. 

If there is such l 7, and IT is an even number, or for any k < height of T/-q t k 

does not belong to a front, then let us find a point z,. of minimal height in f(~/) 

such that Suct~(u~) C ~2 and ] Suct~)(u~) I = N2. Let SUCT(rl) be 

{ ~ l ~ ( a ) [ u ~ ( a ) E f ( ~ l ) } ,  and 1, be { A c _ S u c T 0 1 ) I t A I < N 2 }  and for each 

7/^ (a )  in SucT(r/) let f('0 ^ (a))  be the subtree of f (~ )  which is defined by z,~<~>. 

If l~ is odd then take u~ to be a point of minimal height in f ( ~ )  s.t. 
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]Suct~)(u~)]=i~3. Let us define SucT(•), f ( r t ^ (a ) )  as above, and let Ir~ be 

{A _C Sucr(~)l  I a  I < N3}. 
The proof that such a defined strategy F works is the same as in usual Nm' 

forcing; see [13] or [14]. 

Now suppose that on a step i we force with P*[S,]. Then i E B, S~ is positive in 

the weakly compact filter on i, and for every a E S~ O PF~, cf c~ = t$~. 

Applying the induction to P~ (i is in B and so it is weakly compact) we obtain 

that P~ satisfies i-c.c., it does not add reals, and i = N~ p,I. 

The following lemma is proved in [5]: 

LEMMA 2.2. P*[S~] satisfies the strong U-condition for a set a of monotone 
families so that NS, 2 [ S~ E D, where NS,2 r s, = {A c_ N~ t A D S~ is a nonstationary 

subset of ~2}. 

By [13], the ~-condition and CH implies that P*[S~] does not add reals. Let us 

show that P*[S~ ] as the usual forcing for adding closed unbounded subsets does 

not add new functions from o) into On. 

LBMMA 2.3. Every function f E V[Pl+~] from o) into V[P~] belongs to V[/5,]. 

PROOF. Since I e*[s , ] l -  = ~z in v[P~], it is enough to show that there is no 

such new f from o) into i = ~IP~. 

Now i E B and so it is weakly compact. Hence the set 

C = { ~  < i  I(V~,E,P,  n Vo, S~ n~,fn V ~ ) < ( % E , P , S , , f ) }  

contains a club, where f is a name of [ in the forcing P~ * P*[S~]. 

Let a E S, f3 C and S, D u is stationary. Then a is an inaccessible. Hence 

V~ 71P~ = P~ and P~ satisfies u-c.c. Let V~[t6o[ be K~o(V~) (the interpretation 

of all the names which belong to V~). Note that if a E V~ then K~.(a) = K~, for 

some /3 < c~ since P~ satisfies a-c.e. So for every a E V~, Koo(a)= K&(a). 

Hence 

(vo [_~o 1, ~.  P~, s, n ~,i71 v~ [~]> < (v~[P,], E , ~ ,  s . i ) ,  

where f is the interpretation of f in V~[/~], i.e. K~o(f). 

In V[/~.+~], cf a = c f a  § No, so we have a sequence (C, In < w) such that 

(a) C, E V and it is a club in a in V[/~] (or in V; it does not matter since P, 

satisfies a-c.c.), 

(b) C,+, _C C., 

(c) for every closed unbounded subset of a, C E V[/5~], there is some n so 

that C, _C C. 
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We take qo ~ V[P~] to be some P*[S~]-condition s.t. 

q,,lli(0). 

Let qo ~ = qo U {So}, where a,, ~ C,, f3 S, - q,,. Find q~ E V[P~] s.t. q~ => q~, and 

q, Ili(1). 
And so on. 

Let q = U q, u{a} .  Then q ~ P*[S~] and it forces that f ~  V[/5~]. 

3. The idea 

Let A C_ (K - B)  D {a < K ] c~ is a strongly inaccessible cardinal} and it belongs 

to ~,  where B is from section 1. Then A is Wck-positive, and A o =  

{a E B 1A N c~ = S~ and Sa is WG-positive} is a stationary subset of K. So for 

every a E A o  we forced with P*[S~]. Hence in V[J6,], {c~ < K =~q2lcfc~ =1~1 

and A D c~ contains an w-closed unbounded subset of c~} _D A~ and Ao remains 

stationary in V[P, ] since P, satisfies K-c.c. This is enough for shooting an co-club 

through every A E ~,  without collapsing any cardinal. See [1]. The problem 

arises when we try to iterate such forcing. 

In our case we don't  need to be worried about every new subset of ~:. The 

precipitousness will be preserved if we add to the filter (generated by ~ )  some 

special sets. Let us explain it more precisely. Let A C 07/ be as before. We force 

in V[P,] with usual P [ A ] =  {f E v[PKII f  is an co-closed subset of A }. Let us 

define the extension ~L, of ~ (in V[P, * P[A ]) as follows: 

E ~ ~o iff there is (p, q) E P~ * P[A ] so that in the ultrapower N, p II-j~t, ~ (for 

a,  C ' C  e[Al which is generic over N[P~] and q G C', U C ' u  {K} I~-elj~A~J ~ 
y(w)). 

The direct way now is to shoot new co-clubs through every E E ~o. But it is 
not clear why such forcing does not collapse ~2. 

Let us do something" different from the direct shooting co-clubs through 
elements of ~0. 

Suppose that E @ ~/,, then the set E'  = {~ E A [ p  11-,~ (for all C'C_ P[A D o~] 
which is generic over V [ /~ ]  and q E C' 

U C' u {a}ll-,[Ao]& EE})  

belongs to 0//. 

Let  G be a (V[PK],P[A])-generic (we shall denote in such a way that 

G C_ P[A]  and it is a generic over V[P,]). We shall not distinguish between G 

and U G which is the co-closed subset of A. 
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Let A ' = { a E A I G N a  is a (V[P~],P[ANa]) generic}. It is clear that 

A '  N E '  C_ E. E '  E OR so we can shoot an to-club through it without problems. 

Now if we succeed in doing this also with A ', then E will contain an to-club. 

For such special sets A '  we are ready to iterate our forcing. Let us define two 

such steps forcing and show that it does not collapse N_~. 

So let A E ~ be as above. Let us define in V[PK] the forcing notion P"~[A] 
for shooting two to-clubs, one through A and the second, which will be a subset 

of the first one, through the "generic points" of A. 

PW[A ] will be a set of all pairs (c,, q )  so that co, Cl are ~o-closed subsets of A, 

Co D c, and for every /3 E Cl, C0 n / 3  is a (V[P~], P[A N /3 ])-generic. 

Let us show that this forcing does not collapse cardinals. 

PROPOSITION 3.1. The forcing P~ ] does not add new functions from l,l( jpj 
into V[/5~ l . 

PROOf. L e t A  w = { a E A  [ A o N a  is a stationary subset of a}. Then A m E  

OR since Ao is a stationary subset of K in V and so also in N. 

Now, as above, for every a E A  ~ the forcing P[A n a]  in V[f'~] does not 

collapse any cardinals. And more than that, we can find a generic subset of 

P[A N a]  already in V[/~+~]. Since at the step a we forced with Nm'.~*, so 

cf a = cf (a +) = 1~t~, in V[/~,~+l]. Hence the set @ of all dense subsets of P[A N a ] 
which belongs to V[fi~] is of cardinality a + in V[/5~]. So in V[P~+I] ~ = 

U . . . .  @,, where each @, E V[P,]  and it is of cardinality I~ in V[/~].  As in [3], 

by going through elementary submodels one can build a sequence (q, I n < to} of 

elements of P[A n a]  so that q,.~ _-> q, and for every T E @,, q, is stronger than 

some element of T. 

Now suppose that f is a Pm[A]-name of a function from 1'~ vl;~l into 1,1~ qpA. 

As before, let us denote 

A~ ~= {a E B I A " ) N  a = S~ and S~ is Wc~-positive}. 

It is a stationary subset of K. 

Let C be a club from Lemma 2.3 of elementary submodels of 

(V,,E,P~,A,A~,f). 
Let a E A ~ N  C As in Lemma 2.3 then 

(V~[Po],E,P~,A N a , S ~ , i n  Vo[Oo])<(V~[f'~I,E,P~,A,A"~,j}. 

Note that since a is an inaccessible, it is a limit point of C since we can 

consider elementary submodels of (V~, E,  P~, A n a, S~, f N V~). 

We forced with P*[So] on step a. So let G~ be a generic subset of P*[S~] and 
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belonging to V[P.+,]. The cofinality of a in V[P~+~] is 8, (by Lemma 2.3). Let 

E = U G.  n C. Then it is a closed unbounded subset of a. Fix some increasing 

continuous enumeration (/x. ] v < cf~ 'I'L+'I) of it. Since every member of S~ is an 

inaccessible cardinal in V, we can apply to it the argument from Lemma 2.3 and 

obtain that 

<(V.~[h],E,P,~,A n  o,s ,in 

Since E is a club in a it implies that the last model is the union of the elementary 

chain (Nv [ v < cf a vLp +,]). 

Now let us define in V[P~+~] a sequence (q~ f v < ~h) so that 

(i) q~ E P"'[A N/z~ l n V[/5,,~+,], 

(ii) q~ = (co~, c,~) and max c,~ =/z~ for i = 0, 1, 

(iii) q~+~ decides f(v), 

(iv) q~+~ => q~. 

Since every /z~ belongs to A C~, as we explained above, we can define q~ on 

nonlimit stage v. Inside N~+, find some q'v>= qv which decides [ (v )  and let q~+l be 

an element stronger than q'~ which satisfies (ii). 

For limit v let q~ = (c0~.c,.) where q~ = U . , < . c , . , U { / ~ . }  for i =0,1. 
Let us prove that q~ CP~ Note that it is enough, since the sequence 

(/,~. ] v' < v) is a countable subset of/z~, ]p.~ Iv~-~ +,1 = ~t~ and since P~ does not 

add reals the forcing P~/i6.+t does not add new oJ-sequences to p... Hence 

] , / <  ,,) E v[,6.M. 
Let us prove that co~ n /~ .  is a (V[P..],P[A N/.t~])-generic. So let D E V[P.o] 

be a dense subset of P[A n / ~ ] .  Note that P[A n t~] c V~[P.~]. So let D be a 

name of D which is a subset of V~. Now let us consider 

R A n c ,Dn V~)<(V~,,E,P~o,A n 

Then R is a closed unbounded subset of p.~ in V, since p.~ is an inaccessible 

there. 

Remember  that/zv is a limit point of U G~ (a generic subset of P*[So]), so 

( U  G,,)N/.iv intersects every closed unbounded subset of/zv in V[P~,o]. Hence 

there is/z E U G~ n/z~ N (C N R ) (p.v is also a limit point of C, so C n/z~ is a 

club in V). Then 

(V~[P~],E,P~,A n p . , D  n V~[['~])<(V~[P.~],E,P~,A n /z~ ,D)  

and so D N V~ [/~] is a dense subset of P[A n/~] .  Now/z  = /~ ,  for some us < u 
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and q.,~P~I)[A n ix ] ,  q.,=(Co.,,q.,) and m a x q . , = / z  for i = 0 , 1 ,  so co., is 

stronger than some element  of D n v .  [ /5] .  But Co. => Co.,, hence co. also is 

stronger than some element  of D. 

So we proved that c0v n / z .  is a (V[P.],P[A n/z.])-generic .  It implies that 

qv ~ P~I)[A ]. [] 

Let A (2) = {a ~ A ~ I A ~) n a is a stationary subset of a }. Then A ~2/E a// and 

using the ideas from Proposition 3.1, we can show that for every a ~ A (2) the 

forcing P(a)[A n a ]  in V[P~] does not collapse any cardinals and in V[P~.I] 

there is a (V[P~], P~ N a])-generic  set. 

Let P(2)[A ] = {(Co, q ,  c2) I co, q ,  c2 are o)-closed subsets of A, Co _D q _D c~_, for 

every /3 E c2, (Co n/3, q n /3 )  is a (V[P~], P~ 

In the same way we define A ~ and P(")[A] for n < ~o. Let A ~ =  N ~ < ~ A  ~ 

and P~)[A ] be the set of all sequences (Co,. . . ,  c . . . . .  I n < o9) so that for every n, 

(Co,. . . ,  c~) E P~'~[A ]. Now why does P(~[A] not collapse cardinals? The idea is 

as in Proposition 3.1. Instead of A w we take 

A C~+a~ = df ( A ~ )  ~) = {a ~ AC~ a is stationary}. 

Also we prove that for every a ~ A ~ there is (c. In < so that for 

every n, U c. = a and (co . . . . .  c .)  is (V[P~ ], P~")[A ])-generic. We shall not give 

the proof here. It will be done in the next section in a general situation. 

It is possible to continue and define A ~ and P~)[A] for every a < ~+. For a 

of cofinality ~ the definition of A ~ uses a diagonal intersection. It can be done 

in such a way that P~")[A] satisfies ~+-c.c., namely let P~~ = U ~ < ~ P ~ [ A ]  

for a of cofinality ~. We define P~'+)[A] = U~<.+P~~ Also P~'+~[A] will 

satisfy ~ +-c.c. and will not collapse cardinals. Now every new set, which must be 

included into the filter generated by % appears at some stage a < ~ +. Already at 

the next stage a + 1, after we force with P~'~+~)[A ] it will contain some set A~ ~ 0// 

intersected with an o~-closed unbounded set. 

This is the idea. In the next section we shall define and force with this kind of 

forcing but at the same time for every A ~ ~.  

4. The main forcing 

Fix some enumerat ion of the set {A E 0//[ A C r - B and every a ~ A is an 

inaccessible} by nonlimit ordinals (Av+l [ u < K+). For a limit u let us de fne  an 

e lement  A.  of 0-// in a special way. 

First let us define A.  for limit u < K. Let Av = n . < v A . .  Now let A.  --- fi~f), 

where as in Section 3 for A in o//we denote by At1) the set of all a G A so that 
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A~, fq a is s ta t ionary  in a (i.e., A is guessed below a s ta t ionary  many  times),  and 

A 12) = (A m)m. 

For  u, K + >  u = K, we shall build some diagonal  intersect ion.  First, fix for 

every  u = r + a cofinal increasing cont inuous  sequence  (uT I r < cf u), so that  if 

there  is /x < u,/x limit and t, = / x  + to, then let uo = / x  and u, = / x  + n for n < to, 

o therwise  every  u7 is a limit ordinal.  

Now we define .A~ = f"l,<c~A~, if cf u < K and e{~ = A , < ,  A~. = {fl < K l Vr  < 

13,/3 EA~.}  if c f v  =K.  As above  let A,, = ,~ce~. 

For  a < K+ let us fix some L : K ~ a  so that  

(i) if a < K ,  L(13)=13, for  /3 < a  and L ( / 3 ) = 0 ,  o therwise;  

(ii) if a = K, L is the identi ty function: 

(iii) if K < a < K +, L is a 1-1 mapp ing  f rom K onto  a. 

For  a < r § let us define a closed unbounded  subset  of a ,  C~, so that  its 

e l ements  will be closed enough  under  L. Let  C~ = K - a for  a < K and C~ = K. 

For  a > K let us consider  first the s t ructure  

sg,,~ =(a ,  E , L , K , R , , , ( a ,  Ir(cf a ) , R , ) ,  

where  

R,,= {(6, r ,& )1 6  < a, r < K and (& ~r < K)is  the picked cofinal sequence  to 6}, 

R,  = {(6, r, / . t)  [ 6 < a , r  < K and ia(r)  =/~}).  

Let  now W < ~i/..~ and I W I < K. Suppose  also that  W (3 K is some ordinal  /3. 

Then  W is equal  to M~.. --o,(i ' . ' ( t3),E, io [ f l , ,<R, , r l3 ,  (a .  I t <  
min(c foe , /3 ) ) ,R , [ /3 ) ,  R,,t/3=~,{(a.r,&)l,Sei"(/3), r < / 3  and & is f rom 

(& [ r  < c f a ) } ,  R , [ / 3  =.,{(a,~-.~)] a ~ i':(/3), . < / 3  and ia(r)  = it}. 

Since K is an inaccessible,  C.  = {/3 < K I si/,,. < sg~.o } contains  a club. Let  y be 

the least ordinal  s.t. y _-> cfVa and cfVl~J(oe) = cf'qP.la if cf a < K and 0 if cf a = K. 

Now put  C.  = {/3 < r I/3 > Y a n d / 3  is a limit point  of Co}. Note  that  every 

inaccessible cardinal /3 > y in C'o is a limit of C.  point  and so belongs to C,,. 

LEMMA 4.1. Let K <-_ aL < a,_, fi < r be so that/3 ~ C~ and a, E i":(fl), then 

/3 Co,. 

PROOF. It is enough  to show that  ar < sg,.o,. But since a ,  E i',',:(/3), L, I/3 is 

def inable  in s/0.o~. For  a fo rmula  ~ ( r ~ , . . . , r , )  where  r, . . . . .  r, E i " , ( f i )  let 

q~2,<~ . . . . .  r , )  be the fo rmula  ob ta ined  f rom q~ by the restr ict ion of all the 

quantif iers  to i",(/3) (i.e. for 3x~F, ( 3 x ~ )  '::,~1 is 3x  C i",(/3)'F'.., C~ and so on). 
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iff 

iff 

iff 

d .... ~ ,;~ . . . .  , to) 

d .... ~ , e ( r ,  . . . . .  r~). 

LEMMA 4.2. Let K <= a~ <- a2, 13 < K be so that t3 ~ C~ and a~ E i'._(/3) then 

[3 ~ Co,. 

PROOF. By the definition of C.,, it is enough to show that/3 is a limit point of 

C'~,. Now. since 13 is a limit point of ( ~  and a, E i~2(/3), there are unboundedly 

many in /3,~ E C~ s.t. c~ E i','.(,5). By Lemma 4.1, every such r5 belongs to C'~ 

and, also,/3 E (~.,. Hence/3 is a limit point of (~.,. IS] 

MAIN DEFINITION. For v < K + we define in V[/~,] by induction the forcing 

notion O, and the ordering =<, on it as follows: 

An element q E O~ is a sequence { (a ,q~)[a  E i';(/3q)}, where /3q is some 

element of C~, so that: 

(1) For every a E i'(/3q), q~ is an ~o-closed subset of A~ of cardinality less 

than I~2. 

(2) For every limit a ~i'[,(/3q), q~ is a subset of C~ and, if /3 E q~, then 

i ' ( /3)C i'~'(/3q), 13 E q~ for every ~" E i'(/3) and 

q I(a,/3) =~,{(r, q~ M/3)]~ E i"([3)} 

is a (V[/5~], Oo [/3)-generic, where Oo I/3 =dr{p E Qo N V[P~][/3v </3 and for 

every z E i"(13p), p~ is bounded in /3}. 

For p, q E Q, we define p ~,,q (p is stronger than q) if/3p =>/3q and for every 
a ~ i';,(/3~), p~ is an end extension of q~. 

REMARK. (i) For a,/3 as in (2) if a ~ K then a E i"(/3q) implies by Lemma 4.2 

/3q ~C~. Since i~ is a 1-1 function i ' ( /3 )~ i~( /3q)= i",(/3q)Aa if 13 >/3e So 

/3q >= [3. i~(flq)C_ i"~([3q)A a, since by the definition of d~,.,., i'~([3q) iS closed under 

i~ [/3q. Now, for every z~Ei', '(/3q)Aa there is r2</3q s.t. r, -- i,(r2), since 

d~.~ < d ..... Hence i"(/3q) = i"(/3q) M a. 

(ii) O~ [[3 can be defined inside V[i6~]. Hence Q~ r/3 E V[/~]. 

(iii) For every v, [ Q~ [ -- K = N~ 'lpJ. 

DEFINITION 4.3. Let Q~. = O,<~+ O,, and for p,q  E Q~+ let p ~ q if for 

every a s.t. q~ is defined and is not the empty set, p~ is an end extension of it. 

We would like to show that for every v < K +, Q~ 4 Q,+, i.e., every maximal 
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antichain of Q, is a maximal antichain of Q (hence compatibility is preserved). It 

is clear that if p ->~q then p ~ q. 

LEMMA 4.4. pi E O., (i ~ 2) are incompatible in Q c  ifffor some ~ E L',(flp,) N 

i"2(/3~), for every i, j E2,  i ~ j, p,o is not an end extension of pjo. 

PROOF. (1) ~ By Definition 4.3. 

(2) f f  Suppose that for every a E L,(/3p~) n i"2(19~), p,o is an end extension of Pio 

for some i ~ j, i, j ~ 2. Let u~ < v2. We define p' = {(a,p'~ I a ~ L",(/3)}, where/3 is 

some element of C~. - (/3e, U/3p~) so that u~ ~ i',',~(/3), p~- '  - p~o if a E i,,(/3p~) and 

p ' = O  otherwise. Note that such defined p ' ~  Q,, and p'>=,,,pj. Let p " =  

{ (a ,p" ) la  @ i"~:(/3)}, where p " = p "  if ct ~ i'~,(fl) and p ] = Q  otherwise. Also 

p " E  Q~. Let us call such kinds of extensions, trivial extensions. Clearly, p" is 

stronger, in the ordering of Q.*, than pr. Let us find some q E Q~, q _->~ p" and 

q =>.P~. 
By taking some trivial extension p" of p: we can make/3p~ =/3. So assume that 

already/3~_ =/3. Now let us define q = {(a,p'~ U p z , ) / a  ~ i'2(fl)}. It is enough to 

show that q @ Q .  and then. obviously, q _->~p", pz. So let us check the condition 

(2) from the definition of Q~. Let a limit ordinal a ~ i'~',2(fl) and /3 ~q~ = 

p'~ U p2~. Now q~ = p,' or q~ = p:,. Suppose qo = p'~ (the case q~ = p_~ is the 

same). Then p"I (a , /3 )  is a (V[P~], Q, I/3)-generic. But p"I (a ,  f l ) = q  I(a,/3). 

Since for every 7 E i"(/3),/3 E p "  and hence, since if q , r  then p~ is an end 

extension of p", so p" n 13 -- p2, N t9 = q, N/3. [] 

LEMMA 4.5. For every u < K + 

(i) O, "~ O,+, i.e. every maximal  antichain of O. is a maximal  antichain of O,+. 

(ii) I f  G is a generic subset of O,+, then G fq Q. is a generic subset of O~. 

PgooE Clearly (i) implies (ii). So let us prove (i). Suppose that (p" ]/z < .~) is 

a maximal antichain in O.. Let p G Oo for some a < K § Suppose that p is 

incompatible in O~+ with every p'* (/z < .~). By taking the trivial extensions of p, 

we can make a => u and u C i"(/3p). Let us consider p [ l, =d,{(r,p.) I i"~(/3p)}. Then 

p ~ ~, E Q~ since u ~ i~(/3p) implies i"([3e)D_ i"~(/3p), for 19p E C~. Also p I l, < p  in 

Q,*. Now for some/z < A, p" is compatible in Q~ with p [ u. Let q ~ Q,, q~ _-> p", 

p [ u. We assumed that p and q are incompatible in Q,+. So by Lemma 4.4, for 

some y ~ i"~(flq)N i"(fle), qr is not an end extension of pv or the converse. But 

~ . t~  < ~ . , .  and ,~,~ ~ ~ r  < K y = L(~'). Hence there is ~" < 19e, 3' = i,,('r). So 

y ~ i"(/3~) and p~ is in p I v, which is impossible. Contradiction. 

LEMMA 4.6. Q.+ satisfies r+-c.c. 
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PROOF. Suppose  that T is a maximal  antichain in Q~+. Since for every  u < K+, 

I Qv I = K, we can f ind /z  < K +, cf/x = K, so that  for  every  q E U ~ < .  Qv there  is 

t @ T n U . < .  Q~ compat ible  with q. 

Let  us show that then T _C U . < .  Q.. Suppose otherwise.  Then  there  is some 

t C T - U . < . Q . .  Let  t c Q ~ ,  a >-_/z. As above,  w.l.o.g, we can assume 

/z E i"(/3,). As in L e m m a  4.5, then t [/x E Q.  and t [/z _-< t in the order ing of 

Q.+. Let  us find some inaccessible/3 >/3, in (2.. Since the cofinal sequence  to/~,  

(/x. ] r  < K) is in ~/~,., (/x. f~" < / 3 )  represents  it in sq~,.. So i; i(/3)= U.<~i~.( /3)  

and for ~'~ > ~'~, i~.,(/3)_D i" (/3). Since sr ~/x.,  = i~.,(K)_D/x.~ = i;.~(K). The  

" i ''r ~ Let  us cardinali ty of i "tt~.~,, ~ is j/3, I< /3  (in V). So for some ~ </3,  t.~(/3) D_ ~,tt~,j- 

consider s = {(% s,)J y E i'.'~(/3)} where  s, = t. for  y E i'/~(/3,) and s. = Q other-  

wise. As above s E O.~ and s _-> t [/x. Now there  is t~ E T n U . < .  O. which is 

compat ible  with s. But hence it is compat ible  with t I/x and with t, by L e m m a  4.4. 

Contradict ion.  

5. The cardinals are preserved 

First we are going to prove the following. 

PROPOSITION 5.1. For any limit ordinal v < K +, an ordinal a E A~ n C~ and 

p c Q. [a ,  in the model  V[/5,~+~] there is a ( V [ P o ] , Q v r ~ ) - g e n e r i c  set q = 

{<r, q~)l r E i",,(o~)} so tha tq  E O~, q ~ p  and U (q. n a )  = ot for every "r E i"(a).  

REMARK. We do not distinguish be tween  a generic  subset G C_ O. [ a and the 

set which we obtain from it by taking the union of the second coordinates  of its 

elements,  and also we add to each of the second coordinates  its sup. 

PROOF, We shall prove this proposi t ion by induction.  Suppose it is proved for 

every  (/x,/3 ) s . t . /z is a limit ordinal < u and/3  ~ A .  n C., o r / z  = u and/3  is less 

than c~. 

Let  us show first that the following holds: 

LEMMA 5.2. L e t v  < K + b e a l i m i t o r d i n a l a n d c ~  E.~r C. (where f i , . i s [ rom 

the definition o[ the ( A  s i f t  <x+) ) .  Then [or every p E O . [  et there is q =  

{(~', q.)[  ~- E i';(a)} E Q~ n V[/5~+,] so that q >=vp and for every  r E i"(c~), a = 

max % 

REMARK, Note  that if c~ E fi.v n C., then for every  ~" E i" (a) ,  a E AT n C.. 

Let  us prove it by induction on u. If v = / x  + w, for  some limit /x, then 

fi,~ = A,~ n A . . l  n "  �9 n A .+ .  n "" �9 
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and 

i ' ( a ) =  U i" = '" +n In 

I f  v #  p. + to for any p. and cfVv < K, then ,4, = r'} {A~, I 6 < cfVv}. So r ~E i'~',(a) 

for some 6 <c fVv  and c~ ~ A ~  71 Cv v In the last case, when cfVv = K, .A~ = 

A{A~~ t6 < ~}. Since a e C~, i : ( a )  = U { i L ( ~ ) l  ~ < ~}. Also a ~ Ao0 n C~, for 

every  8 < a. 

PROOF. We shall consider four  cases. 

Case 1. There  is the maximal limit /z < v. 

Then  v = / z  + to and since a E C,, tx ~ i " (a )  and i " (a )  = i " (a )  U {l~ + n I n < 

to}. So if /zl E i ' ( a )  and it is a limit ordinal,  then /zi E i~(a).  

Now let p E Q~ [a .  Then  p = {(r ,p,)  ] r E i~(/3p)} U {(/z + n , p , , + , ) l n  < o~}. 

a belongs to A~ 71 C~,. So we can apply the inductive hypothesis  to (/z, o~) and 

p t/~. Let  t ~ Q,, N V[/5~+~] be as it claims. Let  us define 

q = t U {(/~ + n ,  p.+.  U {o~}) I n < to } .  

Then  q E Q~ since every  l imi t /z i  E i " (a )  is equal  to /x ,  or belongs to i~(a).  In 

case /3 E p , ,  we have that p I(/x,/3} is (V[/5~], Q~ [/3)-generic. Also for every  

.c E i" tR~ ~ , , / 3  @ p ,  so t. 71/3 = p, 71/3 and hence p [ (/z,/3 } = t [ (/x,/3 ). Also q => up 

since t =>,, p I/z. 

Case 2. cfV[#Jv = No. 

Since a E C~, a > cfVv. So all the cofinal sequence  to v is conta ined in i"(a) .  

Let  us pick in V[/5~] a sequence of limit ordinals vo< v~ < - . .  < v, < . . .  

cofinal in v, f rom the e lements  of the old sequence  to v. Then  

_ "" = i " t a ~  and v . E ~  .... (a).  {v. l n < w } C i ' ; ( a ) ,  z . (a )  U ,,., , "" 
n.<o l  

Suppose  now that  p ={ ( r , p , }  t z E i"(fl~)}E O,  [a .  Then  /3p E C, and so 

> c f  v, {v,  l n < t o } C t v ( f l , ) ,  i"(flp) U.<,~ i  . . . . .  /3~ v _ "" = ~.(flp) and v, ~ t .... (tip). Let  us 

deno te  p [ v, by p,. Then  p, E Qv. [ a and p = U , < o p , .  

Since a EAv,  we forced on the step a with Nm'~+. So in V[/~+I] there  is a 

sequence  (C. In < to) so that  

(a) C.  ~ V and it is a club in a in V[P~]. 

(b) C.+~ C_ C.. 

(c) For  every  closed unbounded  subset of a, C E V[ /~ ]  there  is some n so 

that C. _C C. 



Vol. 48, 1984 NONSTATIONARY IDEAL 271 

Let us define now a sequence (q. I n < ~o), qn = {(T, q..)[ Z E iv" (/3q.)} SO that 

(i) q. E O.. r a N V[P%+,], 
(ii) [3q.+, >/3q. >= tip, 
(iii) /3q. ~ C. n A~. M C~, 

(iv) p. =< v. q., 
(v) for every ~" E i".(/3q.), t3q. = max q.., 

(vi) q.+l is stronger than some trivial extension of q., 

(vii) q. is a (V[P~q], O~. [/3q.)-generic. 

Using the inductive assumption and the fact that A~. N a is a stationary subset 

of a in V (since A~. D .4., a E .A ~ and so A~o N a = {/3 < c~ I fi, v N/3 = S~ and 

S~ is Wco-positive} is stationary, hence fi.~ n a is stationary. Since C C_ a is a 

club, let us take some of its limit point/3 E .A.o n a. Then C is a club in/3 and so 

C O So = C O fi.~ n / 3 ~  Q), we can build such a sequence in V[P~+~]. 

Let now q={(r ,q~)I ' rEi" . (a)}  where q . =  U { q . .  I n < w  and 

r E i'; (/3q.)} U {a}. 
Let us prove that q @ O,, then clearly q =>~p. Since i"(a) = U i'; (a )  and every 

q. EOv., it is enough to show that for every n, q [ ( v , , a ) = q [ v ,  is a 
( V[P~ ], O~. [ a >-generic. 

The proof is similar to Proposition 3.1. Let D E V[P~] be a dense subset of 

O~. [ a. Let us define in V an elementary chain ( ~  I/3 < a )  of submodels of 
(V~+++,~,a,v) so that 

(i) P., (A,, I/z <K+>, L, Ro, R~ from the model M~,.., (v.. I t < c r y . ) ,  the 

names Q~. [ a  and D of O~. [ a  and D are in Ato. 

(ii) Every d/a is of cardinality less than a. 

(iii) ~ + l  contains all /3-sequences of elements of d/~. 
(iv) For limit /3 

v<13 

Since a is an inaccessible cardinal and V b  GCH,  such a sequence can be 
defined. 

Let E = {/3 < a I J/~ O a =/3 and/3 E C.}. Then E is a club in V. Hence for 
some m > n, C., _C E. 

Then v. Ei"(/3q.) ,  u. is a limit ordinal and /3q. @q,.~. so q,. [(u.,/3q.) = 

q,. [ u. is a ( v [ P ~ d ,  O.. I/3q.)-generic. Let us prove that q,. I u. is stronger than 

some condition in D. It is enough to show that D n O. [/3q. belongs to v [ /5~d  

and it is dense in Q.. I/3q.. 

For the simplification let us drop the indexes n and q., and denote u. by v and 

/3,. by/3. 
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LEMMA 5.3. For an inaccessible/3 @ E 
(1) M~ [P~] < ( V~+++[/5,, ], ~ ,  a, u), 

(2) O~ rot fq J/o [/st~ ] = Q~ t/3, o f3 ://(t~ [/5~ ] ~ v[/5~ ] and it is a dense subset of 

/3. 

PROOF. (1) First note that ~ tq P~ = P~ and ~ D Po since JJo tq a =/3,/3 is 

an inaccessible and for such /3's, P~ = Uv<oPv. If S _cP,, S E ~ o  and it is a 

maximal antichain in P~ iff S C_ J/o and J/o ~ S is a maximal antichain in P~, 

since P~ satisfies a-c.c. Hence Po is an ~o-generic  subset of Po. Let ~o  [Po] be 

the Po-interpretation of all the names which are in ~o, i.e., it is {K~o (a)  I a E 

~ } .  We can define IF inside J/o. It will be the same as the forcing Po in V 

restricted to the formulas whose quantifiers are bounded by ~o. So 

~ [ P ~ ] ~ ( K p ~ ( a ) )  iff for some pEP~  in J/~, p l l -~ (a )  iff p l l - e ~ ( a )  iff 

V,.**[P,]~ q~(Kpo(a)). But a is really a P,-name,  so K~o(a)= Kr.~(a). Hence 

[P,I < < v . - . [Po ] ,  ,,, 
(2) First, O~ [ a ~ ~ [/5 ] C_ Q~ I/3 follows from the definition of O~ [/3 and 

since ://~ [/5, ] _C V[/5~ ]. 

For the converse inclusion, note that if t C/3, t ~ V[/5~ ] and it is bounded in/3, 

then t ~ ~(,[/5,]. Since for some ~</3 ,  U t = ~, then ~ is of cardinality N~ in 

V[/5~] and P~ satisfies/3-c.c, so t ~ V[/5~] for some 77 </3. Hence some of its 

names can be coded as an ordinal less than ( + ) v .  But ('O+) V </3. Hence this 

name belongs to ~t~ and so t ~ ~/~. 
The second half of (2) follows now from the first and (1). 

[] of Lemma 5.3. 

[] of Case 2. 

Case 3. cfV[~Ju =N~. 

As in Case 2 we have oe @ C, so a >cfVu, 

i?(a)= U i"(a), 
,r < c f v v < a  

"" "" E i" " " I~..,(a)_D t~.(a) and v, ~.A~) for ~ '<cfVa. 

Let us pick in V[/5~] a cofinal in v continuous sequence of limit ordinals 

( v i [ i < w l ) .  Let it be a subsequence of (v , [~ '<cfVv) .  Then {vi[ i<o91}C 

i"(a),  i"(a)  = Ui<~, i"~,(a) and vi E i",.,(a). Note that the same is true for any 

other ordinal in C~. 

Let p={(7, p,)[TEi"~(/3~)}@O~[a where / 3 , < a  and /3rEC~. W.l.o.g. 
p E V[P,~]. Since p E V[/5,], P~ satisfies a-c.c, and tP I v[L] =N~. So p E V[P~] 

for some/3 < a. Now let us take the trivial extension p'  of p with tip, =/3. Then p'  

satisfies this requirement. 
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Let us denote p I u~ by p~ for i < to1. Then p~ E Q~, [ a  and p = U~<~,p~. 

Let  (C. I n < to) C V[['~. ,]  be the sequence of clubs defined in the beginning 

of Case 2. 

a E .4t}~ so (.4v)o is stationary in a. Pick ~'o E (/~.)~ n (C, , -  [3p) n C,. such that 

r,, n C,~ is unbounded  and so closed unbounded  in z.. 

It follows from the definition of P. that P~,,+~=P.,,*@o, where @,, is 

P * [ / ~  N r,~] (see Section 2). 

So U O~,, n Cv N (C,,-  [3p) is a club in ~'0 in V[16~,,+~]. We shall denote  it by Go. 

Let {a~ ]i < ~t,} be the increasing continuous enumera t ion  of G,  in V[P~o+~ ]. 

Note that for every limit i < ~q, Go N a, E V[16~,+~]. Since it is a countable subset 

of a, and the cardinality of a~ is ~h, in V[i6~,+~]. The forcing P.//~,+, does not add 

new to-sequences to ordinals of cardinality ~h, since P. does not add reals. 

Since ao E A~,,N C~, we can apply the inductive assumption to p0 (which 

belongs to O~o r a,,) and a,,. So there is t~j E V[16~o+~] n Or,,, t,, >--~opo, max t,,. = ao 

for every r E i",,(ao) and to is a (V[J6~,], Q~oI a,j)-generic. Let t~'j= to O p~. Then 

' i"  tdt t ( ~ E Q ,  Ia , .  There is t ~ E V [ / ~ , + I ] A Q , ,  t~>-~,to, m a x h , = a ~ ,  for ~ 'E ~a J), 

and t, is a (V[/~o,], Q~, [a,)-generic.  Let t~ = t, Up: .  

In such a way we obtain a sequence (t~ I Y < ~t,) so that for any y < ~t~ 

(1) tv E V[/~,,+1] n Q.~, t, = {(r, t~,)] r E i" (a~)}. 

(2) max t,. = a ,  for r E i " ( a , ) .  

(3) t, _->~p,. 
(4) t~+, _->~+, t~ u p~+,. 
As we saw, there is no problem to build such a sequence on nonlimit  stages. 

Suppose that {t v , l y ' <  y)  is built and y is a limit ordinal less than N~. Let  

t~ = {(r, t,~)[ ~" @ i~' (a,)} where t,~ = U {t~,, [ r E i ' ( ( a , , )  and " , /<  y} U {a~}. tv is 

in V[/~,+~], since the sequence (a~,] y ' <  y) is countable and so belongs to 

V[/~,+,]. max t~, = U max~,<4~,, = a~. for every r ~ i " (a~) .  

CLAIM. t v @ O. .  

PROOf. We shall check condit ion (2) from the main definition. So suppose 
�9 v t  " I v  , " I t  " t t  , that limit ~. G tv,(a~) and /3 ~ t , . .  Since t~ , ( a , )=  U , < , t ~ . ( a ~ ) ,  ~" ~ ~ , ( a , )  for 

some y '  < y. 

Subcase  1. fl < a, .  

Then for some 6 < y, v, > vv, and a ,  > [3. So i"~,(a~)D_ i"~,([3). Also ~- E i"~,(a,) 

and [3 ~ t,., since max t~. = a ,  > [3. But t~ ~ Q.,, so t~ [ (r, [3) is a (V[t6~], Q, [[3)- 

generic and t, I(r,  [3)= t, I(~', [3). 

Subcase  2. [3 = a~. 
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We shall prove that t ~ [ ( r , a ~ ) i s  a (V[/3,~],O, Ia~)-generic. So suppose 

D E V[/5~,] is a dense subset of O~ [a~. As in Case 2 we define an elementary 

chain {d/~ 1 6 < a~) of submodels of (V~+++, ~,  a~, 7-), which satisfies (i)-(iv) and 

E = { 6 < a ~ ] M ~ n a ~ = 6  and IS~C~}. 

Now a~ E Go and it is its limit point. Hence it is also a limit point of 

C,-/3p. So Co 71 a~ is a closed unbounded subset. Then E C/(C,,-/3 v) is also a 

club in a~,. By the definition of P*[fi,~ n 7-@ then U 0~,,fq a~ intersects with 

every closed unbounded subset of a~ in V[/5o,], so U 0,,, N E C'l (C,, -/3p) / Q. 

Hence for some /x < 7, a ,  belongs to this intersection and r E i','.Aa,). 
Now by Lemma 5.3, Q. [a~ fh M%[P~] = O~ I a . , D  f ' l~%[P%] E V[P..]  and 

it is a dense subset of O. [a . .  Then t. [ ( r , a . )  and so t. I ( r , a . )  contains some 

element of D. [] of Subcase 2. 

Let now t"= {(7-, t~)[7- E U,<,,, i " (a , )  = i"(7-,,)} where t'~ = U {t,. [z c i';,(a,) 
and y < 1,1~} and ro is from the beginning of the proof of Case 3. Note that for 

every z E i"(zo), U t~ ' = r,,. 
Now let us pick some r~ ~ (A~)~ fl (C~ - "c,,) f) C,. so that r~ f3 CI is unbounded 

in z~. 
As above p,,+, = 1 9 .  Q., where Q,, is P*[fi,,, n r~]. Let G, = 

(U  Q,,) 71 (c, - 7-~0 N C.. Let { a l I i  < N,} be the increasing continuous enumera- 

tion of G~ in V[/~,,+~]. 

As above we build the sequence (t~,[ 7 <~t,) so that for 7 <N~ 

(1) t 1, @ V[/5~;+,] 71 Q.t'. = {(7-, t~)  I z E i'[, (a ',)}. 
�9 i t  ] (2) m a x t ~ =  a~ for 7- E t~,(a~,). 

I (3) t , . =  t~. 

(4) ' > '  tv+l ~.+, = tv U t~+l. 

Let us define 

t I { ( r , t ~ . ) ~ ' ~  U "" ' "" )} = , o,(,~,1 = t o ( 7 - ,  
y ' ~ N  I 

�9 t t  I where t I, = U {t~[ 7- E ,~ , (a , )  and Y <N1}. 

Then for any 7- E i"(7-,), U t ~, = 7-,. 

In the same way let us define 7-,, t" for every n <w.  Let now t ~ =  

{(7-,t7) 17- ~ i " (a )} ,where  tT= U {t~] r E i " ( a~ ) ,y  <N, and n < w}O{a}. Note 

that U~<., i" (a)  = i"(a) and U ,<~ i "  (a~) = i" (a). 

It remains to show that t ~ is in 0~. 

It is enough to prove the following: 

CLAIM. For every limit t.t E i"~(a), t ~ [(/z,a)  is a (O ,  [ a, V[fi,,])-generic. 
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PROOF. The proof of this fact is similar to Subcase 2. Let D E V[P~] be a 

dense subset of O,  I a. Let  (~4/~ I 6 < a )  and E be as in Subcase 2. Let  C,  C E. 

Then for every m =>n, C,. C_C, and {aT'l i  < I ~ } C C m  D ~',,. Hence for every 

i <N~, by Lemma 5.3, 

D N :g~,r [P~7 ] E V[P.,r ] and it is a dense subset of O.  [ a 7. 

O u r / x  ~ i';(a). So for some i <1~ and m _-> n . /x  ~ i",(a;'). But t;"E O,,, and 

aTEt,~.. Hence tTr(tx, aT) is a (V[P~7],O. taT)-generic. So t [ ' t ( / x , a ; " ) i s  

stronger than some element  of D. Hence t '~ [(/x, a )  satisfies the same. 

[] of Case 3. 

Case 4. cf"u = K. 

PROOV. Let (~,. I/x < K) be the picked cofinal sequence for u. Then i';(/3) = 

U . < ~ i "  (/3) and for/_t </3, ~,. E i'[,(/3) for every/3  E C,,. Hence by Lemma 4.2, 

/3 E C. for every /z </3. 

Let p={(r,p.)]rCi '; , ( /3.)}EO. Ia where / 3 . < a  and /3p EC,,. Our c~ is 

regular, so for some tx < a, i';.(a) D i"(/3.). W.l.o.g. let already i';,,,(a) _D i';(/3.). 
Let (C. t n < ~o) E V[P~+,] be as above. 

Using the inductive assumption, as in Case 2, we define a sequence (q. In < 

w), q. = {(~', q-.)l r E i "  (/x.)} so that 

(i) q. ~ O , ,  r a r-) v[P. .+,] .  
(ii) /2. = 0 and /2. < /x .  </2.+~ < a. 

(iii) /x. E C. F/A,,o C/C,.. 

(iv) q,, .,, >= p. 
(v) For every ~- ~ i :"  (/x.). /x~ = max q... 

(vi) q.+~ is stronger than some trivial extension of q.. 

(vii) q. is a (V[P . .  ]. O,.~ I/x.)-generic. 

Note that .~. = / ~ , . ~ A . .  and since o~ E fi~c,l ~, .4,. r-'l a is stationary. So for 

/x < a, A~. r-I a _D (ft.. - / x )  71 a is stationary. Also /x. E C,,~~ for every n since 

/z. > /2 .  and /x. ~ C.. 

Let now q={(r ,q . ) l ' rEi"(a)}  where q . = U { q . . t n < w  and 
i l l  z ",1 r E ,.~.t/x, j i  u {,~}. 

As above such defined q belongs to V[/5~+~]. Let us show that q belongs to O,,. 

So suppose 6 E i"(a) is a limit ordinal and/3 E q~. We shall prove that q r (6,/3) is 

a (v[J6~],O~ [/3)-generic. First note that if /3 < a ,  then i~(/3)C_i,','o(ix.) and 

6 E  .~.t/x.), for some n < w .  So qt{6,/3)=q.[(6, /3).  But q.~O, ,~ ,  i tt i % a 

6 E i'.'..(/x.) is a limit ordinal and /3 E q.~, since max q.~ = /x .  >/3, hence 

q. t(~,/3) is (v[.b,] .q,  [/3)-generic. 
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There remains the case/3 = a. The proof is the same as in Claim of Case 3. 

[] of Case 4. 

[] of the lemma. 

Now let us return to the proposition. 

So we have a E A. N C. and p ~ Q,, Ia.  Let us assume that p = Q. In the 

general case only the notations are more complicated. 

In V[P~+~], c f a  = c f ( a  +)=No. So there is a sequence (B. In < w) so that: 

(1) every B. belongs to V[Po] and it is a one-to-one function from 8, into the 

set of dense subsets of Q,, I a. (Note that N~ "Ip~j = N~'.) 

(2) For every dense subset D E V[Po] of Oz, I a there are n < w and 7 < N, so 

that B . ( r )  = D. 

As we did in the lemma, let us define in V an elementary chain (M~ ]/3 < a)  of 

submodels of (V~+++, E, a, v) so that 

(i) P~, (A~, [Iz < K+), L, R,,, R~ from the model .ff~.~, (u~ I ~" < cf u), the names 

O,. I a, B,~ of O,. I a and B, are in M,, 
(ii) Every M~ is of cardinality less than a. 

(iii) M~+~ contains all /3-sequences of elements of Mu. 

(iv) For limit /3, ://~ -- U~<~M~. 

Let E,, = {/3 < a I M~ N a =/3 and/3 E C~}. Let us pick some limit point y,, of 

E0, which belongs to (A ~)~. There is such an ordinal, since a ~ fi, ~ = A,, and so 

(fi.~)o N a is stationary in a. 

On the step yo we forced an w-club U 0~,, into , ~ N y ~ , .  Let Go = 

E, n ( U  0~,~). So G, is a club in y~ in V[P~o+~] and yo became an ordinal of 

cofinality N~ in this world. Let {a~ I i < N~} be the increasing continuous enumera- 

tion of G,, in V[P~o+~]. As we explained in Case 2 of the lemma, for every limit 

i < N,, C,, n ~, ~ v[Po,+,].  

o~,,[P~,,] = U {M~,[P~,] I i < N,}. As in Lemma 5.3 for every inaccessible /3 E 

E,, B,,~ =~f B,, N M~ [P~] E V[P~] and for every i < N,, Boa(i)is a dense subset of 

So B,,~,(~) = U {Bo~, (~:)] i < N,} for every ~: < N,. 

Now let us define in V[P~,,+~] a sequence (q~ ! i < N,), so that for every i < ~ 

(i) q, = {0",q,.)] 7 ~ i"(o4)}. 
(ii) maxq~ = o~ for every ~- ~ i~(a~). 

(iii) q, ~ O.  n V[Po,+,]. 
(iv) q~+~ is stronger than some element of Bo~.,,(i). 
(v) q,+,~ => q,. 

Let q,, be any element that satisfies (i)-(iii). It exists by the lemma. Note that 

q, ~ Mo,[Po,], since qo ~ O~ t a,  which is by Lemma 5.3 0 .  I a n M~,[P.,]. Now let 



Vol. 48, 1984 NONSTATIONARY IDEAL 277 

p be any element of Bo~,(0) stronger than qo (clearly, it exists since Bo~,(0) is 

dense in O~ I a A ~/~,[/5 ]). By Lemma 5.2 there is q which satisfies (i)-(iii) and 

q =>~p. Let q, be some such q. 

So for every non-limit i it is possible to define q, in such a way. 

Now suppose i is a limit ordinal less than N,. Let us define q~ = 

{(r,q~,)lr@i"(a,)}, where q,,=U{q~,]~<i and rEi"(a~)}tO{m} for 

r @ i"(a,). Let us check that (iii) holds, i.e., q, ~ Q. n v[/5~,,+t]. First note that q, 

is in V[/5.,+,] since we used only {ae [s c < i} to build it. And it is a countable 

sequence of ordinals less than a~. So it belongs to V[a6o,+,]. The proof that q~ ~ Q~ 

is the same as in Lemma 5.2, Cases 2 and 3. 

Now let q"={(r,q~)lrEU,<,li"(a,)}, where q'~=U{q,,]i<r and 

r E i"(a~)}. Note that U~<,, i " (a , )=  i';,(y.). The argument similar to those in 

Lemma 5.2 shows that q " ~  O~. Also note that q" is built inside V[/5~,,+,], so it 

belongs to V[/5~,,<]. Clearly, then q ~  O~ Is .  

Let us consider now an elementary chain ( ~ 1 1 3  <e~) of submodeIs of 

(V,..+, C, t,, u) which satisfies (i)-(iv) as above and, in addition, in (i) we include 

also some name _13, of B~ into ~ , .  

As before, let E, = {/3 < t~ I~r  M a =/3 and/3 E C~}, Pick some limit point T, 

of E, so that 7~ ~ (ft. 9')0 and 'yl > ~/(). Let G, = E, 7/(I..J 0~l) and {all  i <N,} be 
its increasing continuous enumeration in V[/5~,<]. Then 

and 

= U { . ' I t i < N ,  } 

eg',,[/S,,l = U {X~:[E~] I i < N,}, 

Now we define (qll  i < N~) satisfying (i)-(iii) and (v) as above. We only change 

m on c~l and (iv) will be the following: ql+~ is stronger than some element of 
B,~,(i). Also let us pick q,*j to be stronger than q". Now, as before, we define q'. 

Such q' belongs to 0,. I s  CI V[f'~,+,]. 

Let us do this construction for every n < w. So we obtain the sequence 

( q " t n < o J ) .  Let q={(r,q,){rEi"(a)} where q,=U{q: ln<w and 

r E i"('y,)} tO {a}. Such defined q E V[/5~+~]. By its definition q is stronger than 

some element of every D E V[P~], where D is a dense subset of Q~ t a. So 

q E Q~ and it is ( V[/5o], Q~ [ a)-generic. (q E Qv since for every limit/z E i~(a), 

as in Lemma 4.5, Q~ ra<Q~ ra. So q r( /x,a)  is (V[Po], Q~ t a)-generic.) 

For U(q,f-)a)=a, note that U , < ~ y ,  = a ,  since for every / 3 < a ,  D ~ =  

{p E Qv r a [ 3 r  E i"(/3p)/3 =< U p,} is a dense subset of O, r a. (We can add this/3 

or some ordinal _->/3 to p. for nonlimit r.) [] of Proposition 5.1. 
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PROPOSITION 5.4. For every limit ~, < ~* and an ordinal a ~ A~ O C~ the 

forcing Q,. t a over V[/5~] does not add new functions on I~ into V[/5,]. 

PROOF Suppose f ~ V[/5~] is a name of such a function. Let us define 

B , , ( i ) = { q U O .  t a l 3 a ~  V[fi~lqlkoo, o f ( i ) = a }  for i < N , .  Then for every 

i < ~ ,  B,~(i) is a dense subset of O~ [a.  As in Proposition 5.1, let us build 

q " ~  Q, f a. But then already q" knows every value of f, i.e. q" Ibo~l~/~ V[i6~ ]. []  

REMARK. We need the assumption ~ ~ A. N C. for a limit v, since otherwise, 

for some/x E i"(o~), A,  n a may be nonstationary and then 0,. I a collapses I~,. 

Let N--- V~/all and j :  V-->N be the elementary embedding. 

PROeOSITION 5.5. For every limit v < K+, in N[/5~.j] there is a 

(V[P~l, Ox~,IK)-generic set q so that q~Qi ,~ , ,  q={( r ,q , ) l~"@j" (u ) }  and 

U (q, N K) = K for every ~" E j" (v ) .  

PROOf. This proposition is the translation of Proposition 5.1 to N. Note only 

that j"(v)  = i'~r K E j ( A ,  n C~) = Ajr Cjr (since A,, n C, ~ ok and ~ is 

normal) and the (V[P,];Oi<,)I~) and the (N[/5,],Qj,~IIK) genericity are the 

same, since N is closed under K-sequences of its elements. [] 

LEMMA 5.6. For limit v < K § and a ~ Av N Co or a = K, O~ I a is isomorphic 

REMARK (1) Since V[P~IN~N[P~]C N[P~] this isomorphism is in N[P~]. 

(2) O~ r ~ = Qv. 

PROOF. Let q E Q , , I a ,  q = { ( z , q ~ ) l r E i " ( ~ q ) }  where /3q<Ol~K. Let us 

define q~(q) to be {(J0) ,q , ) ]  ~ ~ i"(/3q)}. Then q~(q) = {(z,q,)]z @ i;',~(/3~)} 

where qx,)= q~. Note that i';,~(/3~) = j( i"(/3.))  = {j(~-)tr ~ i'.'(/3.)} since /3q < K. 

Since N[PoI_Z v [LI  n "N[f'o], N[,6o]. By induction on v it is easy to 

check that ~(q)  E O~)I  a. []  

PROPOSITION 5.7. For every limit v < K+ in N[P, . , ]  there is a (V[P, ] ,  Q~)- 

generic set q so that q = {(r, q,) I ~" < v}, and q~ is an co-closed unbounded subset of 

A ,  for every z < v. 

PROOF. It follows from Proposition 5.6 and Lemma 5.7. ' [] 

For q as in Propostion 5.8, let us define q~(q)= {(j(r), q, tO {K})] < v}. Then 

q~(q)~ 0,,~, n N [ L . , ]  and it is a (V[lb.], qx~)[ K)-generic. 
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6. The precipitous ideal 

This section is close to those of [7]. The proof of precipitousness is based on 

the ideas from [7]. If v < K *, then for Pjr D P~ a V-generic subset of ~<,~, and 

for q E N[/SK+~] which is a (V[P~ ], Ov)-generic, let us pick some Gs~, so that it is 

a generic subset of Oj(,,~ and q~(q)E Gs.,i. Then the elementary embedding 

j :  V--~N 

can be extended to elementary embeddings 

and 

as follows: 

]*: 

j**: V[P~.ql~ N[Ps,.,. G.~,I 

j*(Kp~(a_)) = K~.~,(/(_a)) for _a a P~-name. 

Also j**(K<,,.q>(a_)) = K~v,,~,.c,,~,>(j(a)) for a a (PK, O,)-name. 

For v = K + we shall do as in [7]. Let us define a subordering Q* of j*(QK+) in 

V[Pj,~)]. For qCj*(Q~+) let Cq={q'EQK+]j*(q')<q}. Note that j*rQ,* 
agrees with the isomorphism q~ from Lemma 5.7 since j* r K = id and j* r0n = 

]tOn. Now Q*={qEj*(Q,+)]  for some v < K  +, CqCQv and Cq is a 

( V[Pk ], Q, )-generic}. 

Then let C* be a (V[Pjr Q*)-generic and C = {q @ QK+ IJ*(q) E C*}. As in 

[7] C* is a (N[Pst,)],j*(Q,+))-generic and C is a (V[P~], Q~+)-generic. Also j 

extends to j** : V[t6~, C]--~ N[#st,), C*]. 

Following [7], let us define L for v < K +, as follows: For x E V[t6K, C r v], 

x E L  iff there are p ~ t 6 ,  and q ~ C r v ,  

p I1%,~ (for every (V[/~K], Qj~)I K)-generic q' with q' >j(q),  q' tt-o,~,dr 

where _x, _q are names of x and q. 

Let I = U~<~+L. 

LEMMA 6.1. I is the ideal of w-nonstationary subsets of N2 (i.e., the sets whose 
complement are o-closed unbounded subsets of N2). 

PROOF. First let us show that every r set a belongs to L Q~* 

satisfies K+-c.c. so for some v < K +, a E V[P~,CIv] and there is b E 

V[fi~, C I K] s.t. b (-/a = Q and b is an w-club in V[/~,, C { v]. Notice that since 
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O~* does not change cofinalities b remains to-closed unbounded  in V[P~, C]. Let  

{p, q) ~ P, * C force that b contains an to-club. Then,  since 

Qtke,,.~.j~o +~(cfk =No and b = j (_b)A ~), 

p Ikpj,,, (for every  q '  a (V[P, ], Qj~)[ K)-generic with q '  => j(_q)q' IFo,,~ ~ E j (b)). 

Now let us show the converse,  i.e., for  every  a C I, b = K - a contains an 

w-club. Suppose that a E I,. for some u < K +, i.e., there  is a (p, q) E P* * C,, such 

that p II-jw,~ (for every  q '  a ( V[P~ ], Qm,~I K)-generic with q '  => j(_q)' II-o,o,k E j(_b)). 

It is a s ta tement  in N. So, if 

R =  

{a < K t P  It-e, (for every  q '  a ( V[P~ ], Q, r a ) -gener ic  with q '  => _q q '  hl-oo c~ ~ _b)}, 

then R belongs to 0/. Note  that,  since P, satisfies K-c.c., for  some a large 

enough q E Q, [ a. Let  us assume that every  e lement  of R is bigger than this a. 

Now let us consider for every  y < K + the y- th  coordinate  of C, i.e., let 

tv = U {q~ I f o r s o m e  q E C ( y ,  qv)~q}.  

Let  t = {(% t~)] y < u + to + 1}. Then  t,+~ is an w-closed unbounded  subset of 

A . . . .  By (2) of the main definition for every  a @ t . . . .  

t [(u + to, a )  -- {(~', t~ f-1 o~)] ~- E i"§ 

is a ( V[Po ], Q,+~ I a)-generic. Lemma  4.4 implies t [ (u, a )  is a ( V [ P ,  ], Q~ [ a)- 
generic,  since u @ i"+~(a) = i"(a) U {u + n [ n E to}. Now for every  a E t,+~ 71 R, 

t [ (u ,a)  is s t ronger  than our  q. Hence  t[(u,a)lt-ood~ ~b.  But t [ ( u , a ) E C .  
Hence  a ~ b. So b ~ t,+~ N R. R E 0//, hence one of its subsets R, appears  in the 

enumera t ion  (A~ Iv < K +) on some stage 3, i.e. R~ = A~. But then t~ is an 

w-closed unbounded  subset of R. So t~+~ 71 t~ is an to-closed unbounded  subset 

of b. []  

LE~MA 6.2. I is a precipitous ideal on ~2 in V[P~, C]. 

See [7] for  the proof.  

Part II. The Closed Unbounded Filter Over 1~2 

In this part  we prove the following: 

THEOREM II. "ZFC + there is a normal measure concentrating on measurable 
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cardinals" is consistent iff "ZFC + the closed unbounded filter on l~z is 

precipitous". 

Let us first prove the implication from left to right. We are starting from a 

model of ZFC + GCH with a measurable cardinal K and two normal ultrafilters 

%~, q/~ on it, so that %, belongs to the ultrapower Nt ~ V K / ~  . Let B E o-//t _ 0//, 

be a subset of {a < K la  is measurable}. Pick for every a E B  a normal 

ultrafilter ~ so that the function f ( a )  = ~/, represents ~,, in N~. Then X ~ ~ 

iff { a ~ B I X C - l a E ~ , , } ~ ~  W.l.o.g. suppose that for every a ~ B ,  Bfq 

a ~ o .  
Let us explain the idea. For X in %, and Y in ~/~, we would like to shoot a 

club through X U Y. If we do it straight, then cardinals are collapsed. So we shall 

do some preparation. It goes as in Theorem I, only instead of the diamond we 

use the sequence of ultrafilters (~//~ ]a E B). After this is done, we can shoot 

clubs without collapsing any cardinals. The kind of iteration that we shall use is 

as in Theorem I. The ultrafilter ~, will be used to show that the ideal 

NS.~ f3 {a < 1,12 ]cf a = 1~,} is precipitous for i = 0, 1. 

1. The preparation forcing 

As in part I we define a revised countable support iteration 0 = <P~, Q~ I i < 

,,>, I P, [ ---- ~1~i+1. If i is not a strongly inaccessible cardinal, then Q~ is the Levy 

collapse of 2 ' '  to I'll by countable conditions. If i is a strongly inaccessible and i 

does not belong to B (B is defined above), then @ = Nm'2,, 3. For i E B ,  

Q, = P*{%}, where P*{~} will be the set of all pairs ( c ,A )  so that (1) c is an 

w-closed subset of i, (2) for every limit point/3 of c, c fq/3 intersects with every 

closed unbounded subset of /3, which belongs to V[P~]; (3) A E ~,. 

The ordering on p*{a//~} is defined as follows: <CbAl> >:> @2, A2> if c~ is an 

end-extension of c2, A~ C_ A2 and c ~ - c 2 C A 2 .  
Let PK = R lim 0. 

The next lemma is the analog of Lemma 1.2.2. See [5] for the proof. 

LEMMA 1.1. P*{~} satisfies the strong B-condition for a set D of monotone 

families so that ~ ~ B. 

LEM~A 1.2. If  i E B, then every function f ~ V[P~+~] from o) into V[P~] 

belongs to V[P~]. 

PRoov. The proof is as that of Lemma 2.3, only we shall consider 

elementary submodels M~ of ( V~+++, E, P~, o//,, [) s.t. I M~ I < i. Then on a club C, 
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~a  n i =/3. Let A~ = n {A ~ ~ [ A ~ 9/, }, then A~ ~ 0-//, and AA~ = fi, ~ 9/. 

Let us pick a ~ A O C, a a limit point of C. Then for every A ~ A/~ n 9/~ for 

some / 3 < a ,  /3@C, AD_A~ since ~o = U ~ < ~ .  Hence a @ A .  Now we 

continue as in Lemma 2.3. [] 

Also note that P*{9/~} satisfies i+-c.c, since (c,A~) and <c, A2) are always 

compatible. 

2. The main forcing 

Following 1.4 let us fix enumerations by nonlimit ordinals (A~+~ I u < K+) of 

{A E ~ol A C_ K - B and every a E A is an inaccessible} and (B~+l Iv < K +) of 

{B' E ~ I B'  C B}. Let us now define A~ and B, for a limit v < K +. First we shall 

do it for u < K .  Let . f f , ~ = n , < . A ~  and /3~=A~<.B~.  Put / ~ ) =  

{/3E/~.I . ff ,~A/3E9/~} (it will be the analog of (fi.~).) and fi,~)= 

{ a @ A ~ [ / 3 ~ n a  is a stationary subset of a}. Let B ~ = / ~ ) = d f  

{ / 3 E / ~ ) [ A ~ ) A / 3 E ~ , }  and A ~ = f i , ~ ) = d f { a E A ~ ) [ B ~ ) n a  is a stationary 

subset of a}. 

Now for u _-> K, as in 1.4 we define A~ and /~, using (v~ [ z < cf v). 

For (A~, B~) let us define, as above, (*~), B~)) and (A~),/3~)). Put A~ = A<f) 

and B~ = / ~ .  

We shall use the notation of part I. 

MAIN DEFINITION II. For v < K § we define in V[P~] by induction the forcing 

notion O~ and the ordering _-<~ on it as follows: 

An element q ~ O~ is a sequence {(a, q~)[ a ~ i'~'(/3q)}, where/3q E C~ so that 

(1) for a E i"~(/3q), q~ is a closed subset of A~ U B~; 

(2) as in part I. 

As in part I we define (O.§ All the Lemmas 4.4-4.6 hold in our case. 

The following analog of Proposition 5.1 holds, 

PROPOSITION 2.1. For any limit ordinal v < r + an ordinal a E (A, U B~) n C~ 
and p ~ Q~ r a, in the model V[P,+2] there is a (V[Po ], Q~ r a)-generic set 

q={(r ,q , ) l~ 'Ei" (a)}  so that qEQ~,  q~>=p and U(q ,  n a ) = a  for every 

r E i"(a). 

PROOF. We prove this proposition by induction on (v, a).  Lemma 5.2 holds in 

our case. Only in Case 3 of this lemma shall we make a few changes. For 

E A~), / ~ )  n a is stationary. So we can pick z, E / ~ ) N  (C, - ~',-0 N C~ s.t. 

~', n C,  is unbounded in ~-,. The forcing on the stage ~', is P*{~,} .  
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Let T = {<c, A > ] c C_ ~ ,  A ~ 0//,.} be a generic subset of p,{0//,.}. Let us define 

Tl = U {c I BA(c ,A )  E T}. Then T, is a closed unbounded in ~-, and from some 

place 3', T , -  3' C_ X,~, since A~ n r, ~ 9/... Let (3, = (T~-  3 ' )n  (C, - r , ) o  C~. 

The continuation is as in Lemma 5.2, only in the definition of t" we shall add {~-.} 

to every t." and check that such defined t" E Q.. Note that since ~-, ~ / ~ ,  ~'. E B~, 

for every /x ~ i~(r,). To show this, it is enough to prove the following: 

CLAIM. t" [(/z,~-.) is (V[/5~.], Q. r r.)-generic ]:or every limit tx E i"('& ). 

For the proof note that (3. intersects every closed unbounded subset of ~', in 
V[/5,.]. So the arguments of part I work. 

Now let us return to the proposition. If ce EA~, then in V[/5~+l], c f a  = 

cf (a+)=N0.  We define (~t~[/3 < a ) ,  as in Proposition 5.1, but into M~ we 

include in addition (B,  I P- < K +) and also for every 3/E/3, ,  o//~. We are picking a 

limit point y, of E. - 3',-i which belongs to Bo. It exists since c~ E A~ = .4<~) and 

so B, N a is stationary in a. On step 3', we forced with P*{~/~.} and ,4<2~ n 3', E 

q/v.. Let T ~  V[/5,.+~] be its generic subset and T~ = U { c l 3 A ( c , A ) ~  9/,.}. 

Then T1 is a closed unbounded subset of 3', and from some place % ,4~)_D 

T~-  3'. Let G, = E. n (T~-  3'). We add {3',} to q" from Proposition 5.1, i.e. our 

q~ is q7 from Proposition 5.1 union with {3',}. Such q~ E Q~ and we continue as 

in Proposition 5.1. 

Now suppose a E B~. Then we force with P*{~,}.  In V[/~,,+l], l a I = N, = c f a  

and (a+)v = 1~2. If we do one more step then (a +)v also becomes of cardinality 

Nl. So in V[['~+2] there is an enumeration (D~ I i < N,) of all dense subsets of 

Q~ r a in v[/~,,]. Note that every countable subsequence of this sequence is in 

V[/~. ]. It follows from Lemma 1.2. Let us define as above the elementary chain 
(d/~]/3 < a )  of submodels of (V~+++, E, a, v), for every i < ~ .  But into M,'~ we 

include, instead of a name of _/3, some P~-name of D,  

Let E~ ={/3 < a  I M b n  a =/3 and /3 C C~}. Note that every E~ E V, but 
{E~ I i < 1,1~} and probably some of its countable subsets does not. As in Lemma 
5.3 for every inaccessible /3 E E ,  (i < tol), D~ =dfD~ n M~[P~] E V[P~], it is a 

dense subset of Q~ [/3 and Q~ [/3 = Q~ r a n d/a [/~ ]. 

Now a E &,  hence . 4 ~ n  a E ~ .  Let T be a generic subset of p.{0//o} and 

Tl = U {c 1 3 A ( c , A ) E  T}. From some place 11, T~-3" C_A~ ). Let {a~ l i <1,1~} 

be its increasing continuous enumeration. 

Let us define in V[Po+~] a sequence (q~ [ i < 8,), so that for every i < 1~ 

(i) q, = {(r, q,.) ] ~" ~ i"(a,)}, 

(ii) maxq~. = a~ for every ~- E i~(ot~), 
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(iii) q, ~ Qv (3 V[P~,~], 
(iv) q,+~ ~ => q,, 

(v) let 6~ be the first 6 -< i so that for every j < i (aj+~ E E~) or (aj+~ E E~ and 
6 ) .  

If a~+l E Es,, then q~+, is stronger than some element of Ds,. 

Note that to define (qt ]J < i) we need only (at ]j < i) and (Et A a, ]j < i). 

Both sequences belong to V[['.,+I], since 

I s ,  *'J = = n ,  

and P./P~,§ does not add reals. 

So (qt ]J < i ) E  V[/~.,§ If i is a limit ordinal, then let q, --{0-, q,.)] r ~ i:(a,)} 

where q, = U {qt. ]J < i and r E/"(at)} U {a,}. Since {aj ]j < i} intersects every 

closed unbounded subset of a~ in V[/~,], q, ~ O~ (see the claim in Case 3, 

Lemma 5.2). If i = j  + 1, then if a,+, E E~, let q,+, be any element satisfying 

(i)-(iv), otherwise a,+, E E~, and so D~, N ~ .... [['o,+,] = D~ ..... E V[P~,.,] and it is 

a dense subset of O~ ta~+~. Let us pick some p _->~q~ from this set and by the 

analog of Lemma 5.2 find q~+, _->~p which satisfies (i)--(iii). 

Let now q = { q , ] ~ ' E i " ( a ) } ,  where q , = U { q ~ , ] r E i ' ; ( a ~ ) } U { a } ,  for 

"r E i"(a). It remains to show that such defined q belongs to Ov A V[('~+_~] and it 

is a (V[['~],O~ ta)-generic.  The first half holds since we defined q inside 

V[16,,+2] and since {a~ [ i < ~}  intersects every closed unbounded subset of a in 

V[/~,]. Let us prove the second half. So let D be a dense subset of Q~ t a in 

V[Po ]. Then D is some D~ from the list of such subsets. It is enbugh to show that 

for some i < ~ ,  3, = 6 and a~+~ ~ E~. But it must hold since E~ C V and it is 

closed unbounded in a. Hence from some place j~ every a~ with i => j~ belongs to 

E~. The same is true for every ~: < 3. So in V[/~,+~] we have the countable 

sequence (j~ I ~ --< 3). Since the cofinality of a is N~, there is j < N~ so that at >= % 

for every s _-< 3. Now using (v) enough times, we obtain that for some i -_> j, 6~ = 6 

and since a~+~ E E~, q~§ will be stronger than some element of D~. [] 

As in part I the following holds: 

PROPOSITION 2.2. For every limit l, < K + and an ordinal a E (A~ U B~) 7) C~ 

the forcing Q~ I s  over V[/5~] does not add new functions on N~ into V[/5~]. 

Let N~ = V*/~ and j~ : V---~ N~ be the elementary embedding, for i = 0, 1. 

Note that 16,+~ has different meanings in No and N~ since in No, P..~ is 

P, * Nm',.,* but in N~, P,+~ is P, * P*{~ 

PROPOSITION 2.3. For every limit v < ~+ and i = 0, 1 in N~[/~,+~+~] there is a 
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(V[/5~], Oj,(~)[ K)-generic set q~ so that q, E Q(~), q, = {(r, q~,)[ r E j'[(u)} and 

U (q,. f3 K) = K for every r Ej'[(u). 

See part I for the proof. Note only that K Ejo(A~ fq C~) and K Ej~(B~ A C~). 

LZMMA 2.4. For every limit u < K +, i = O, 1 and a E (A.  t.J B~) r C~ or a = K, 

Q~ [ a is isomorphic to Oi,~)I a and this isomorphism is in N~. 

See L e m m a  5.6. We define ~ (i = 0, 1) as in this lemma. 

PRor'osmoN 2.5. For every limit u < K § and i = O, 1 in N~[P~+~§ there is a 

(V[P. ] ,  O~)-generic set q, so that q, = {(r, q,.)I r < u}, q~. is a closed unbounded 

subset of A~ U B., all its points of cofinality no are in A~ and of cofinality ~ in B.. 

The proof follows from Proposit ion 2.3 and L e m m a  2.4. 

For q, as in the proposit ion let us define ,~,(q~)---{(j~(~'),q~, t_J{K})]~'< U}. 

Then ~#~(qi) E O~,~.~ tq N~[P.+~+,] and it is a (V[P . ] ,  O~,~.) I K)-generic. 

3. NS.~ is a precipitous ideal 

Let us denote  by NS,]~ the ideal of N,-nonstat ionary subsets of i~2 (i.e. the sets 

whose complement  contains an i~-closed unbounded  set), where i = 0, 1. 

A set x C ~2 is l~-stat ionary if it intersects every N~-closed set. A set x C_ ~2 is 

stationary iff for some i E 2, x f'l {a < N21 cf a = Ni} is ~,-stat ionary.  So NS,~ is 

precipitous iff both NS~ and NS,~ are precipitous. 

Let  us prove that QII-e . o .  (NS,2 is precipitous). Otherwise,  some ( p , q ) E  

P. * O.+ for some i = {0, 1} force that  NS~ is not precipitous. 

Let  us show that it is impossible if i = 1; the case i = 0 is the same. 

As in [7] we pick a generic subset / 5 . .  C of P. * O. ~ and Pj,~K)* C* of 

Pj,~.)* Oj,~+), so that  ( p , q ) ~ P .  * C. The e lementary  embedding ]~ extends to 

I t * :  V[P~, C]-- ,  N[~,,,~,, C*]. 
We define in V[P~, C] ideals /~ for u < K § as follows: 

For x ~ V[i6., C [ u], x E L iff there are t E/5 .  and r E C I u, t IFe~,~.~ (for every 

(V[P~], oj,<~)r K)-generic q' with q' >=jffr_), q'r where _x, r are 

names of x and r. 

Let  I = I,.J ~<~+ L. 

LEMMA 3.1. I is the ideal of 8rnonstationary subsets of ~2. 

See part I, L e m m a  6.1 for the proof. Note that t,+,~ (from this lemma) will be a 

closed unbounded  subset of 82 and since R @ o-//~, on some stage 6 we shoot a 
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club t~ through R f3 B LJ Ae. Then B f3 R fq t~ will be an l,l~-club, since every 

ordinal in A~ is of cofinality n0 in V[P,, C]. 

Now by [7] I is a precipitous ideal on ~_~ in V[/5~, C]. But we proved that 

I = NS~'~. Contradiction. So Q tt-p .o + (NS.2 is precipitous). 

4. The strength of NS,2 is precipitous 

We would like to show that if NS., is precipitous, then there is an inner model 

with a measurable cardinal of order 2 (i.e., measurable with a normal measure on 

measurable cardinals). 

Let us prove a little more general statement: 

PROPOSITION 4.1. I f  the ideal NS~7 of ~o-nonstationary sets is precipitous and 

there is also some normal precipitous ideal I on N2 s.t. {a </'121 cf a = tic,} E L then 

there is an inner model with a measurable cardinal of order 2. 

PROOF. Let us force with /-positive sets. Let G be a generic ultrafilter, 

j :V- - -~MG the elementary embedding and MG is the transitive collapse of 

V ~ "~" V/G.  

LEMMA 4.2. (i) For every a <~2, j ( a ) = a .  

(ii) j(N2) > ~2. 
(iii) [id]o = N2, where id (a)  = a for a < K. 

(iv) cfM~ (it y) = ~ .  
(v) For every A C_ 1,12, A E V implies A E MG. 

(vi) I f  A is an to-closed subset of N2 in V then A is such also in Me,. 

PROOF. See [6] for (i)-(iii). (iv) holds since {a < ~2 I cf = G. For (v) 

note that the function a --~ A A a represents A in Me. (vi) holds since A is an 

to-closed subset of ~2 iff for every a <it2, if A N a is unbounded in a and 

cf a = 1,I0, then a C A. Also for a < 1~2, cfVa = cfMoa. [] of the lemma. 

Suppose that there is no inner model with a measurable of order 2. We skall 

use Mitchell's Core Model for sequences of measures, see [11]. 

Our assumption implies that there is a sequence o~, so that any elementary 

embedding i : K(o~)--* M, with M a transitive class, is an iterated ultrapower of 

the core model K ( ~ ) .  Then io I K ( ~ ) :  K(o%)~ K ( ~ ' )  is an iterated ultrapower 

of K(o%) and K(f f ' )  is the core model for Mo. By our assumption tl V cannot be 

measurable in K(~ ' ) .  Let C be the filter of to-closed unbounded subsets of tt V in 

Mo. 

CLAtM. C f3 K( ,~ ' )=  (the filter of to-closed unbounded subsets of N2 in 
V)  A K ( ~ )  = ~ v 3* (~t~ ,0). 
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PROOF. First note that (the filter of to-clubs in V) n K(,~) = o%(i~,0). Since 

NS~ o is precipitous and if we force with its positive sets, then we obtain a 

nontrivial elementary embedding j : K(o%)--+ N with critical point ~ .  So it must 

be an iterated ultrapower of K(o~) using some ultrafilter on ~Y. But we assumed 
v that there is only one such ultrafilter ,~(~2,0). So every one of its elements 

NS,~.. Hence every A C ~ ( ~ , 0 )  contains belongs to every generic subset of "_' 

some co-closed unbounded subset of 1,12 in V. 

Now the statement of the claim follows from Lemma 4.2. 

We are ready now to complete the proof. The filter C is a countably complete 

filter in M~, hence the ultrapower 

K ( ~ ' )  N "'; K ( ~ ' ) t  ~(I,I~, O) 

is well founded. So in Me, we can define an elementary embedding 

j : K(o~ ' )~  M with a critical point ~g~'. So K(o~')l= ~ is a measurable cardinal. 

Contradiction. [] 

Now it is natural to ask what happens if we replace the ideal " NS,~: by the ideal 

NS,~ and the ideal 1 by the ideal s.t. {a < ~21 cf a = ~,} belongs to it. Does this 

assumption imply a measurable of order 1? The answer is no. 

PROPOSITION 4.3. If there is a measurable cardinal, then there is a generic 

extension so that NS~ is precipitous and there is a normal precipitous I over N2 s.t. 

Let us only describe the forcing notion and explain how it works. 

We start with some measurable K and two different normal ultrafilters ~ and 

~ on it. It is possible to get such a model from the inner model of measurability, 

see [9]. Let A and B be some disjoint subsets of {a < K la  is an inaccessible} so 

that A @ ~ and B E ~, .  First we defne  a revised countable support iteration 

0 = (Pi, Q, [i < K). If i is not in A, then Q, is the Levy collapse of 2"' to N~ by 

countable conditions. If i E A then let Q~ = Nm,~2.,, ~ (see I for the definition). Let 

PK = R lira 0.  Then PK does not add reals and for an inaccessible i, P, satisfies 

i-c.c. In V[P~], ~//, generates a pricipitous filter and it is concentrated on the set 

{a < N2 [cf a = N,}, for i -- 0, 1. Now as in [7] let us shoot to~-clubs through ~ 

and the filters generated by such shooting. In the last model ~ also can be 

extended to a precipitous filter. The point is that if j0: V--~ No ~- V~/~lo and 

j* : V[PK ]--~ No[t6~0~], then in S0[~otK~] both K and K § are of cofinality to. It gives 

the possibility (see I and II) to find a V[P~]-generic subset of the forcing for 

shooting to~-clubs inside N[P~.~]. 
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Added in proof. Recently M. Foreman, M. Magidor, S. Shelah and the author 

using different methods constructed models with NS, precipitous for K > I~_. On 

the other hand T. Jech [15] obtained results on the consistency strength of "NSK 

precipitous". But still the gap remains between the initial assumptions used in 

the models with NS~ precipitous and the bounds of [15]. 
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